
LLMs for every language
A how-to guide



Teven Le Scao

                   Collaboratively 
training a large multilingual 

language model



What motivated us to do BigScience?
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Language models
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TODO: add gmail/ github code pilot/google search engine.

TODO: find better examples
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Scaling

To do a "farduddle" means to jump up and down really fast. An example of a sentence that uses the word farduddle is:

One day when I was playing tag with my little sister, she got really excited and she started doing these crazy 
farduddles.
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[...]

To do a "farduddle" means to jump up and down really fast. An example of a sentence that uses the word farduddle 

is:

One day when I was playing tag with my little sister, she got really excited and she started doing these crazy 

farduddles.

GPT-3’s generation example:



Access
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Closed access for most of them

Training cost

● typically $2-5M 
● million of gpu hours



BigScience

“During one-year, from May 2021 to May 2022, 1000+ researchers from 60 
countries and more than 250 institutions are creating together a very large 
multilingual neural network language model and a very large multilingual 
text dataset on the 28 petaflops Jean Zay (IDRIS) supercomputer located near 
Paris, France.

 During the workshop, the participants plan to investigate the dataset and the 
model from all angles: bias, social impact, capabilities, limitations, ethics, potential 
improvements, specific domain performances, carbon impact, general AI/cognitive 
research landscape.”
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Spirit of the project

- Endeavour to generate momentum on research over LLMs.
- Open-sourcing
- Collaborative / transparent
- Create working groups over scientific questions

- Training big models is hard from an engineering perspective.
- Train a 176B multilingual model
- Openly discuss engineering problems and solutions throughout the project
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Make LLM research accessible

● Open-source, open-access
● Organize research around the models
● Make compute accessible

Create and share knowledge around the process

● Train in the open
● Freely discuss engineering problems and solutions



Artifacts: what came out of BigScience? (0/4)
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from transformers import AutoModel, AutoTokenizer

model_name = "bigscience/bloom"

tokenizer = AutoTokenizer.from_pretrained(model_name)

model = AutoModel.from_pretrained(model_name)

https://huggingface.co/bigscience/bloom

https://huggingface.co/bigscience/bloom


Artifacts: what came out of BigScience? (1/4)
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Artifacts: what came out 
of BigScience? (2/4)
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And many 
mores..



Artifacts: what came out of BigScience? (3/4)
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https://huggingface.co/spaces/bigscience/license 

https://huggingface.co/spaces/bigscience/license


Artifacts: what came out of BigScience? (4/4)

14https://github.com/bigscience-workshop/bigscience/blob/master/train/lessons-learned.md

https://huggingface.co/bigscience/tr11-176B-ml-logs

https://github.com/bigscience-workshop/bigscience/blob/master/train/lessons-learned.md
https://huggingface.co/bigscience/tr11-176B-ml-logs


Training a 176B model
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Jean Zay
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🌸 This work was granted access to the HPC resources of Institut du 
développement et des ressources en informatique scientifique 
(IDRIS) du Centre national de la recherche scientifique (CNRS) under 
the allocation 2021-A0101012475 made by Grand équipement 
national de calcul intensif (GENCI) - Thank you!

🌸 Compute grant:

○ 2.5M V100 hours
○ 1.25M A100 hours: a reserved allocation of 416 A100 

(80GB)
○ and a ton of CPU

🌸 Technical support - Thanks Rémi Lacroix! 



Pipeline
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Dataset
Tokenizer

Design & 
training
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Design EvaluationModel

training Distribution



Dataset: 1.6T multilingual
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https://openreview.net/forum?id=UoEw6KigkUn

https://openreview.net/forum?id=UoEw6KigkUn


Sources: catalogue

Crowdsourced multilingual datasets from BigScience participants

~60% of data in tokens

Lessons:

● Some filtering and deduplication required, lots of templates to remove
● A lot of those are not clean
● LMs require specific corpora: unsupervised, diverse text with long documents



Web crawl

Our filtered and deduped version of OSCAR-v1

~35% of data in tokens

Lessons:

● Heavy filtering needed, but you can find good data
● Hard to assess deduplication at TB-scale



Web crawl filtering

7 simple filters 



Sources: pseudo-crawl

List of domains from native speakers, corresponding Common Crawl WARC files

5% of data

Lessons:

● Doing your own WARC parsing is rewarding but a project in itself
● We probably should have crawled the sites directly
● Tons of processing/deduplication/template removal needed



Deduplication

For catalogue and pseudo-crawl

● Line by line within every document
● Across all documents

And for the web crawl:

● MinHash near-dedup (0.7% of data removed, wary of false +)
● Suffix tree exact dedup over long documents (21.67% duplication, stringent)



Tokenizer choices

Metric: fertility 

● Minimize vocab size
● Minimize tokens per byte of text



Tokenizer choices

Objective: no more than 10%+ fertility compared to monolingual tokenizers

Reached at 250k tokens

Lessons: 

● Weird tokens (e.g. URLs) are good indicators of training data pathologies
● Massively multilingual vocabs are hard… Still messed up for Devanagari



GPT-style autoregressive
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Code stack

~checkpoints/tr11-176B-ml/checkpoints/main> du -h global_step63600/

2.3T global_step63600/

🏋Including optimizer states and checkpoints
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Code stacks I would use now

- If you have high interconnect

- If not

- If you have TPUs



Modeling adjustments

● ALiBi positional embeddings which 
allow long-sequence extrapolation

● Embed LayerNorm for stability (there’s a perf tradeoff though!)
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Scaling

Compute (total operations) = k * Data * Parameters

As C (compute) goes up, how much should go into D (data size) vs N (params)?



Scaling

Engineering constraints 

Scaling laws on English

Fixed budget scenarios for different model sizes

arxiv.org/abs/2001.08361
arxiv.org/abs/2006.12467 
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http://arxiv.org/abs/2001.08361
http://arxiv.org/abs/2006.12467


Parallelism: 
how to use a cluster wisely for DL?

Data parallelism
to accelerate the training speed

Pipeline parallelism Tensor parallelism

Each device has a replica of the model 
and receives a different batch of training 
data on which it performs a forward and 
backward pass

Only one or several consecutive layers 
of the model are placed on a single 
GPU

Model parallelism
to train models that don’t fit in the memory of one device

Each tensor is divided into several 
pieces so that instead of having 
the whole tensor residing on a 
single GPU each piece of the 
tensor resides on a different GPU
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DP?
TP?
PP?

All 3 techniques were used!

Parallelism: 
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ZeRO data parallelism

https://huggingface.co/docs/transformers/parallelism#zero-data-parallelism

● instead of replicating everything each GPU stores only a slice of it 
● free the GPUs for larger batch sizes or more layers

DP + ZeRO - 1

DP + ZeRO - 2

DP + ZeRO - 3

DP

GPU0 GPUi GPUN
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https://huggingface.co/docs/transformers/parallelism#zero-data-parallelism


Pipeline scheduling

All forward, all backward One forward, one backward (1f1b)

Interleaved 1f1b

Reduce memory

Reduce bubble at the 
cost of communication
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The one we used👇

https://emojipedia.org/backhand-index-pointing-down/


BF16

Source: https://moocaholic.medium.com/fp64-fp32-fp16-bfloat16-tf32-and-other-members-of-the-zoo-a1ca7897d407
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https://moocaholic.medium.com/fp64-fp32-fp16-bfloat16-tf32-and-other-members-of-the-zoo-a1ca7897d407


Evaluation: is hard

Extrinsic
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🚘 Extrinsic Evaluation: Focus on 
downstream, user-facing tasks 

⚙ Intrinsic Evaluation: Focus on 
encoding of linguistic and world knowledge

🌈 Bias/Social Impact: Quantify encoding 
of stereotypes and risk of user harm

🗣 Multilingualism: Ensure coverage of 
training and unseen language in all 
evaluations

🍎🍊Few-Shot Generalization: Focus on 
evaluation on distributions not seen in 
pretraining 37



After training
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HELM
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In 2022, open source was ~1.5 years behind closed-source



Zero-shot

To do a "farduddle" means to jump up 
and down really fast. An example of a 
sentence that uses the word farduddle 
is:

We were on a Kindrex toyshop hop and we got to see if 
Kindrex toys were built to withstand constant jumping, 
lots of jumping! To do this part, I had to farduddle to 
simulate jumping.
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To do a "farduddle" means to jump up and down 

really fast. An example of a sentence that uses 

the word farduddle is:

We were on a Kindrex toyshop hop and we got to 

see if Kindrex toys were built to withstand 

constant jumping, lots of jumping! To do this 

part, I had to farduddle to simulate jumping.
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Checkpoint: 65k steps (240B tokens)



Carbon footprint
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Carbon footprint

~ 20 Paris <-> NYC return trips
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Example generations
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Multi-task fine-tuning
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Code models

https://www.bigcode-project.org/
45

https://www.bigcode-project.org/


Monolingual EU LMs?



Scaling

Compute (total operations) = k * Data * Parameters

As C (compute) goes up, how much should go into D (data size) vs N (params)?



The scaling controversy

Kaplan ‘20: 

D ~ C0.27 , N ~ C0.73

Hoffman ‘22:

D ~ C0.50, N ~ C0.50



Data, data, data

BLOOM: 384 A100s for 111 days

-> 5.5E+23 operations

Chinchilla optimality: 

59B parameters, for 1,18T tokens

BLOOM:

176B parameters, for 366B tokens



Data, data, data

So where do you find 1T tokens? ~4TB text, 800B words.



Data, data, data

So where do you find 1T tokens? ~4TB text, 800B words.

● Even in English, finding 1T quality tokens is non-trivial
● Norwegian OSCAR: 2.8GB



Data, data, data

So where do you find 1T tokens? ~4TB text, 800B words.

● Even in English, finding 1T quality tokens is non-trivial
● Norwegian OSCAR: 2.8GB

Libraries, silver bullet? The French National Library contains roughly 800B words



Our current work

Niklas Muennighoff, HF

Thom Wolf, HF

Nouamane Tazi, HF

Ola Piktus, HF

Sampo Pyysalo, Turku

Teven Le Scao, HF



Val loss vs downstream zero-shot perf

Chinchilla-optimal models for loss are also optimal for 
0-shot performance.



Is repeating data bad?

Validation loss: yes



Is repeating data bad?

Zero- or few-shot downstream perf:

Not really…..

You can probably get away with x5-8



Adding code data

50% Python data: no difference

Would it work for non-en languages?



Multilinguality: when does it help?



Multilinguality: when does it help?

Different languages ~ very close modalities

Find close languages, and compute competition barrier

Or even start from a code or other language model, then fine-tune it, the same 
way ChatGPT is descended from a Python LM



RLHF

Instruct, Sparrow: ~50k human annotations

As easy in any language as in English



Questions?


